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ABSTRACT: This paper describes DMSO efforts on HLA  performance, and presents information
representing the HLA performance framework development process underway by the DMSO and the
Department of Defense Architecture Management Group (AMG). The AMG is establishing a performance
framework for HLA .   The  performance framework is a standard method for the characterization of HLA
federations and the measurement of the performance of components of a federation, including the RTI.
Benchmarking an RTI using this framework will permit comparisons to be made between different RTI
implementations. Within the simulation community, different aspects of RTI performance are of interest.  The
AMG is attempting to address these diverse needs in its design of the performance framework. This paper
describes the progress in this area to date.

1. Introduction

The US Department of Defense has developed the
High Level Architecture to support the reuse and
interoperability of simulations [1,2,3,4].  The HLA
applies across a broad range of simulation applications
including “as fast as possible” closed form analyses,
human-in-the-loop training systems, and hard real-

time hardware-in-the-loop test and evaluation
applications.

In HLA applications, ‘federations’ of simulations are
formed by bringing together simulations and support
tools which as a group offer the set of representations
and other capabilities (e.g., data collectors, interfaces
to live systems, management tools) needed to meet the
needs of a particular user [5].  At runtime, the



simulations and other federates exchange necessary
data using those services of the runtime infrastructure
(RTI) which meet the needs of the federation.

The HLA, and the interfaces to the RTI, are designed
to provide a federation a set of services which can be
used as needed to meet the objectives of the federation.
Different federations will use different services and
will have different performance requirements for the
operations of a federation as a whole and for the
different components of the federation.  In particular,
different federations will require the RTI to provide
services (delivery of data, progression of logical time)
within certain tolerances for the overall operation of
the federation to meet their needs.  Similarly, each
federation will also have performance requirements for
other components of the federation, including
participating federates, since a running federation
operates as a single, distributed system.

1.1  Why a performance framework?

As HLA is adopted and used for a variety of
applications, it is becoming increasingly important
that processes and tools are developed which support
the user in employing HLA to meet their needs.  A
number of efforts are underway [5,6,7]  which address
the general process for developing and executing HLA
federations, an architecture for development of HLA
supporting tools, and standards to support common
HLA object model data contents to promote reuse
using the HLA.

Beyond this,  methods and, eventually, tools are
needed to help HLA users configure federations with
components which have the capacity and performance
to meet the needs of their applications.  Towards this
end, efforts have been initiated to develop an HLA
performance framework.  Initially motivated by the
need to understand RTI performance requirements and
capabilities, this effort is providing a foundation for
broader use supporting planning of federation
executions and defining expected performance of other
components of HLA federations including federate
capabilities, hardware and network requirements

1.2  Federation Execution (Fedex) Planners
Workbook Development

Under the auspices of the DoD Architecture
Management Group (AMG) a series of technical
exchanges have been held to define the aspects of
federations which bear on their runtime performance.
After several iterations, the Federation Execution

(Fedex) Planners Workbook, described in this paper,
reflects the current status of these efforts.  The
workbook is comprised of a series of tables which call
for information about a federation execution which has
been deemed relevant to the federation runtime
performance.  The workbook has been developed based
on inputs from HLA users and from RTI developers
and testers, and has been used including the JADs
program, to describe specific HLA federation
executions or execution plans for a series of HLA
applications and RTI testing activities. The experience
of the workbook users has been factored into the
workbook development which is a continuing activity.

1.3   Fedex Planners Workbook

The Federation Execution Planning Workbook is made
up of a set of five tables:

•  Federation Execution Summary Table
•  Host Table
•  LAN Tables
•  RTI Services Tables
•  Object/Interaction Table

One completed workbook describes a federation
execution (fedex).  While the workbook requests
information about a range of aspects of the fedex to
provide the key dimensions for assessing performance
of the fedex, these are all aspects that a fedex
developer would necessarily need to understand in
order to operate a fedex.  In this light, this workbook
provides a first step in definition of the Federation
Required Execution Details (FRED) as called out in
the Federation Execution Development and Execution
Process (FEDEP) [5].

2.  Description of Federation Execution
Planning Workbook Tables

Each of the tables in the workbook is described briefly
below and are shown in a series of figures which are
presented at the end of this paper.  As the workbook is
used with different cases it will be revised based on
this experience.

2.1  Federation Execution Summary Table (Figure
1)

One Federation Execution Summary Table is
completed for a fedex.  This table includes information
about the fedex itself (name, number of concurrent
fedexes) and summary information about each federate



in the fedex  (API used, settings of time management
switches).  It also identifies hosts and LANs for the
federates; these are described in the following tables

2.2  Host Table  (Figure 2)

The host table requests information on the hardware,
software and capacity of the hosts which support the
federates in the fedex.  One host table is completed for
a fedex.

2.3  LAN Tables  (Figure 3)

The LAN tables requests descriptive information on
each LAN used in the fedex and the LAN-to-LAN
connections. One set of LAN tables is complete for a
fedex.

2.4   RTI  Services Tables  (Figure 4)

This table lists the current suite of RTI services and
requests that any service used at least once in the fedex
be identified.  One RTI services table is completed for
a fedex.
2.5  Object/Interaction Table  (Figure 5)

One Object/Interaction table is completed for each
federate in a fedex.  This table identifies which
attributes of object are updated by each federate, how
often and in what groupings. Likewise the table
identifies those attributes to which a federate
subscribes and latency constraints on updates.  Similar
data is recorded on this table for interactions.

3. Uses of the Workbook

The Fedex Planners Workbook can be used by the
HLA community for a number of different purposes.

First it is already assisting developers of fedex’s to
configure the various components of a fedex to meet
the needs of their application.  For HLA users in the
early stages of use of HLA, it provides insights into the
latter stages of the federation development and
execution process (FEDEP) [2,3,4].  In fact, this
workbook has become the first incarnation of a
capability called out in the FEDEP as the “federation
required execution detail” or (FRED).

Second, the workbook provides a common mechanism
to collect data from a range of HLA users to
understand the ways different HLA user communities
are applying HLA and the performance needs,
particularly performance of RTI services,  of these

communities.  It is envisioned that once a sufficient
pool of examples has been collected that a set of
nominal or benchmark federation executions might be
defined that typify the range of applications
anticipated.  These could be used to direct, or to
evaluate the suitability of, support software such as the
RTI.

Third, the workbook is already being employed by RTI
testers to describe the federation execution context for
RTI testing and work is underway to define the RTI-
specific performance metrics and tools which can be
used with different RTI implementations to benchmark
their performance.  These metrics and supporting tools
will quantify RTI performance  in terms of selected
sets of RTI functionality, including measurements of
end-to-end latency, RTI throughput, ownership
exchange  rate and time synchronization rate.  Data
from the Fedex planners workbook will be used to
derive performance expectations for RTI services
which can be measured using these metrics and
supporting tools.

Fourth, the workbook is useful to federate developers
in defining and profiling the performance
characteristics of their federates.  As HLA matures,
increasingly users will seek simulations to incorporate
into HLA federations to meet their needs.  Efforts are
underway to support this through the development of
an Object Model Library which will allow federation
developers to identify candidate participants in their
federations based on the types of data simulations are
able to offer to a federation.  Beyond this however, use
of a federate in a particular federation will require
certain performance on the part of the federate.  The
workbook provides a starting point for defining these
federate performance characteristics, and eventually
metrics and tools like those underway for the RTI.

Finally, the workbook provides a framework for
development of automated tools to support fedex
planning and testing.  As with other parts of HLA
(e.g., object model development), the configuring and
testing of possible configurations is an excellent
candidate for automated support.  The workbook
identifies many of the aspects of a federation which
would be incorporated into tools supporting this aspect
of federation development.

4.  A Sample Use of the Framework



A sample use of the framework is depicted in Figures
1-5, as drawn from the test configuration described in
Figure 6.

5.  Summary

In summary, processes, metrics and tools are needed to
support user design of HLA federations which meet
the performance requirements of applications.  The
Fedex Planners Workbook is a first step in this
direction.  Developed with input from a range of HLA
federation developers as well as RTI developers and
testers, it provides a structured way to describe the
information about a particular federation execution
relevant to its performance.  It assists a fedex planner
in the configuration of their fedex, and provides the
information needed to assess particular performance
needs of that federation in terms of the federates, RTI
services and hardware and network capacities. Beyond
this, it provides a common frame of reference for
future developments of common tools and metrics for
HLA system design and operations
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Federation Execution Summary Table
Jager_test

1
(If more than one, list names of others beyond this
fedex)

1

Federate Summary

Name API Tic Rate Time Management

(C++,Ada, IDL, Regulating (y or

Fed
1 JAGER_1 C++ 14/sec N

Fed
2 JAGER_2 C++ 14/sec N

Fed 3 JAGER_3 C++ 14/sec N

Fed 4 JAGER_4 C++ 14/sec N

Fed 5

Fed
6

Federation Execution Name

Number of Concurrent Federation Executions (total including this Federation

RTI Software Used (Version)

Federation Execution Summary Table

Host LAN

Time Management
(assign # to each (assign # to

LAN)

Constraining (y or [List data on Host [List data on LAN

N 1 1

N 2 1

N 3 1

N 4 1

Figure 1.  Federation Execution Summary Table



Host Table

Hardware Operating System
Memory available to

RTI (MB)

Total CPU Available to
Federation and RTI

Combined
% CPU Available

to RTI

Host1
Sun Ultra2, 2x200MHZ
ULtraSPARC, 256M ram Solaris 2.5.5

54%, of 256 Meg
measured

95% CPU available,
nominal load 25%

Host2
Sun Ultra2, 2x200MHZ
ULtraSPARC, 256M ram Solaris 2.5.5

54%, of 256 Meg
measured

97% CPU available,
nominal load 25%

Host3
Sun Ultra1, 168MHZ
ULtraSPARC, 256M ram Solaris 2.5.5

67%, of 256 Meg
measured

97% CPU available,
nominal load 25%

Host4
Sun Ultra1, 168MHZ
ULtraSPARC, 256M ram Solaris 2.5.5

67%, of 256 Meg
measured

97% CPU available,
nominal load 25%

Figure 2.  Host Table



LA N  Ta b le s

LA N  Ta b le  1 :   LA N  D e scriptions

Physical Type Throughtput Available

(Ethernet ,  ATM,etc. )   to FEDEX

L A N  
1

E t h e r n e t C l e a n  L A N  1 0 M b i t s / s e c  * 8 0 %

LA N  Ta b le  2 :   LA N  t o  LAN Connect iv i ty

LA N  
1

LA N  
1

* 1 .   D e v i c e  t y p e  m e a n s  t y p e  o f  s w i t c h  e m p l o y e d  t o  c o n n e c t  t h e  L A N s

* 2 .   T h r o u g h p u t  m e a n s  t h e  e f f e c t i v e  t h r o u g h p u t  a v a i l a b l e  t h r o u g h  t h e  L A N  c o n n e c t i o n  f o r  F e d e r a t i o n  e x e c u t i o n ,  e x p r e s s e d  i n  M b  

* 3 .   L a t e n c y  c o n t r i b u t i o n  f r o m  d e v i c e s  c o n n e c t i n g  t h e  L A N s ,  a s  w e l l  a s  t h e  W A N ,  e x p r e s s e d  i n  m i l l i s e c o n d s .

N O TE:
C o m p le te  one  o f  t hese  t ab l es fo r  e a c h  

Federa t i on  execu t ion

1 .  N / A

2 .  N / A

3 .  N / A

Figure 3.  LAN Table



RTI  Serv ices  Tab le
( C h e c k  i f  s e r v i c e  t o  b e  u s e d  a t  l e a s t  o n c e  d u r i n g  t h i s  F e d e r a t i o n  e x e c u t i o n )

S e r v i c e I F  S p e c  v 1 . 1  R e f S e r v i c e  U s e d ?

C r e a t e  F e d e r a t i o n  E x e c u t i o n 2 .1 x

D e s t r o y  F e d e r a t i o n  E x e c u t i o n 2 .2 x

J o i n  F e d e r a t i o n  E x e c u t i o n 2 .3 x

R e s i g n  F e d e r a t i o n  E x e c u t i o n 2 .4 x

R e q u e s t  P a u s e 2 .5

In i t ia te  P a u s e 2 .6

P a u s e  A c h i e v e d 2 .7

R e q u e s t  R e s u m e 2 .8

In i t ia te  R e s u m e 2 .9

R e s u m e  A c h i e v e d 2 .10

R e q u e s t  F e d e r a t i o n  S a v e 2 .11

In i t ia te  F e d e r a t i o n  S a v e 2 .12

F e d e r a t i o n  S a v e  B e g u n 2 .13
F e d e r a t i o n  S a v e  A c h i e v e d 2 .14

R e q u e s t  R e s t o r e 2 .15

In i t ia te  R e s t o r e 2 .16

R e s t o r e  A c h i e v e d 2 .17

P u b l i s h  O b j e c t  C l a s s 3 .1 x

S u b s c r i b e  O b j e c t  C l a s s  A t t r i b u t e s 3 .2 x

P u b l i s h  I n t e rac t i on 3 .3 x

S u b s c r i b e  I n t e rac t i on 3 .4 x

C o n t r o l  U p d a t e s 3 .5 x

C o n t r o l  I n t e rac t i ons 3 .6 x

R e q u e s t  ID 4 .1 x
R e g i s t e r  O b j e c t 4 .2 x

D i s c o v e r  O b j e c t 4 .3 x

U p d a t e  A t t r i b u t e  V a l u e s 4 .4 x

R e f l e c t  A t t r i b u t e  V a l u e s 4 .5 x

S e n d  I n te rac t i on 4 .6 x

R e c e i v e  I n t e rac t i on 4 .7 x

D e l e t e  O b j e c t 4 .8 x

R e m o v e  O b j e c t 4 .9 x

C h a n g e  A t t r i b u t e  T r a n s p o r t a t i o n  T y p e 4 .10

C h a n g e  A t t r i b u t e  O r d e r  T y p e 4 .11
C h a n g e  I n t e r a c t i o n  Tra n sp o r t a t i o n  T y p e 4.12

C h a n g e  I n t e r a c t i o n  O rd e r  Ty p e 4.13

Request  A t t r i b u t e  V a l u e  U p d a t e 4.14

Pro v i d e  A t t r i b u t e  V a l u e  U p d a t e 4.15

Retract 4.16

Reflect  R e t r a c t 4.17

Re q u e s t  A t t r i b u t e  Ownership Divest i ture 5.1

Re q u e s t  A t t r i b u t e  Ownersh ip  Assumpt ion 5.2

A t t r i b u t e  O w n e r s h i p  Divest i ture Noti f icat ion 5.3

A t t r i b u t e  O w n e r s h i p  A c q u i sit ion Notif ication 5.4

Re q u e s t  A t t r i b u t e  Ownersh ip  Acquis i t ion 5.5

Re q u e s t  A t t r i b u t e  O w n e r s h i p  R e l e a s e 5.6

Q u e r y  A t t r i b u t e  O w n e r s h i p 5.7

Inform  A t t r i b u t e  O w n e r s h i p 5.8

Is A t t r i b u t e  O w n e d  b y  F e d e r a t e ? 5.9

Re q u e st Fe d e ra t i o n  Tim e 6.1 x

Re q u e st LBTS 6.2

Re q u e st Fe d e ra t e  Tim e 6.3

Re q u e st M in Next  Event  Tim e 6.4

Se t  Lo o k a h e a d 6.5

Re q u e st Lo o k a h e a d 6.6

Tim e  A d v a n c e  R e q u e s t 6.7 x

Next  Event  R e q u e s t 6.8

Flush  Queue  R e q u e s t 6.9

Tim e  A d v a n c e  G ra n t 6.10 x

N O TE: C o m p l e t e  o n e  o f  t h e s e  t a b l e s  f o r  e a c h  F e d e r a t i o n  e x e c u t i o n

Figure 4.  RTI Services Table



O b je c t/ Intera c tio n  Ta b le
Federate  #1

If Update =" y" If Subscribe = y?

Object/Interaction 
Class

Attribute Count Size
Update?  
Send?

Update Rate   # 
updates/unit 

time

U p d a t e  

C o n d i t i o n s *
Update 

Grouping
Transport Ordering Subscribe?

Maximum 
tolerable latency 
from any source

 (y or n)

N
o

m
in

al

M
axim

u
m

*Not required if 
FOM provided

(Assign same letter 
to attributes which 
will all be updated 
at the same time)

R= Reliable 
B= Best Effort

TSO or FIFO  (y or n) (milliseconds)

O b j  
1

1 0

D u r a b i l i t y 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

D a m a g e 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

L o c a t i o n 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

M a s s 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

O r i e n t a t i o n 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

S h a p e 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

V e l o c i t y 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

I n t e r a c t i o n  
1

C o l l i d e 8  b y t e s y 0 . 3 / s e c 2 / s e c s h i p s  c o l l i d e y 2 0 0

Fire 8  b y t e s y 0 . 3 / s e c 2 / s e c u s e r  i n p u t y 2 0 0

D e n o t e s  a n  i n v a l i d  c e l l  f o r  e n t r y  o f  d a t a

O b je c t/ Intera c tio n  Ta b le
Federate  #1

If Update =" y" If Subscribe = y?

Object/Interaction 
Class

Attribute Count Size
Update?  
Send?

Update Rate   # 
updates/unit 

time

U p d a t e  

C o n d i t i o n s *
Update 

Grouping
Transport Ordering Subscribe?

Maximum 
tolerable latency 
from any source

 (y or n)

N
o

m
in

al

M
axim

u
m

*Not required if 
FOM provided

(Assign same letter 
to attributes which 
will all be updated 
at the same time)

R= Reliable 
B= Best Effort

TSO or FIFO  (y or n) (milliseconds)

O b j  
1

1 0

D u r a b i l i t y 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

D a m a g e 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

L o c a t i o n 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

M a s s 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

O r i e n t a t i o n 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

S h a p e 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

V e l o c i t y 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

I n t e r a c t i o n  
1

C o l l i d e 8  b y t e s y 0 . 3 / s e c 2 / s e c s h i p s  c o l l i d e y 2 0 0

Fire 8  b y t e s y 0 . 3 / s e c 2 / s e c u s e r  i n p u t y 2 0 0

D e n o t e s  a n  i n v a l i d  c e l l  f o r  e n t r y  o f  d a t a

JAGER 1

JAGER 2

O b je c t/ Intera c tio n  Ta b le
Federate  #1

If Update =" y" If Subscribe = y?

Object/Interaction 
Class

Attribute Count Size
Update?  
Send?

Update Rate   # 
updates/unit 

time

U p d a t e  

C o n d i t i o n s *
Update 

Grouping
Transport Ordering Subscribe?

Maximum 
tolerable latency 
from any source

 (y or n)

N
o

m
in

al

M
axim

u
m

*Not required if 
FOM provided

(Assign same letter 
to attributes which 
will all be updated 
at the same time)

R= Reliable 
B= Best Effort

TSO or FIFO  (y or n) (milliseconds)

O b j  
1

1 0

D u r a b i l i t y 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

D a m a g e 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

L o c a t i o n 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

M a s s 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

O r i e n t a t i o n 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

S h a p e 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

V e l o c i t y 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

I n t e r a c t i o n  
1

C o l l i d e 8  b y t e s y 0 . 3 / s e c 2 / s e c s h i p s  c o l l i d e y 2 0 0

Fire 8  b y t e s y 0 . 3 / s e c 2 / s e c u s e r  i n p u t y 2 0 0

D e n o t e s  a n  i n v a l i d  c e l l  f o r  e n t r y  o f  d a t a

O b je c t/ Intera c tio n  Ta b le
Federate  #1

If Update =" y" If Subscribe = y?

Object/Interaction 
Class

Attribute Count Size
Update?  
Send?

Update Rate   # 
updates/unit 

time

U p d a t e  

C o n d i t i o n s *
Update 

Grouping
Transport Ordering Subscribe?

Maximum 
tolerable latency 
from any source

 (y or n)

N
o

m
in

al

M
axim

u
m

*Not required if 
FOM provided

(Assign same letter 
to attributes which 
will all be updated 
at the same time)

R= Reliable 
B= Best Effort

TSO or FIFO  (y or n) (milliseconds)

O b j  
1

1 0

D u r a b i l i t y 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

D a m a g e 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

L o c a t i o n 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

M a s s 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

O r i e n t a t i o n 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

S h a p e 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

V e l o c i t y 8  b y t e s y 1 4 / s e c 1 4 / s e cP e r i o d  f i x e d  r a t e A R FIFO y 2 0 0

I n t e r a c t i o n  
1

C o l l i d e 8  b y t e s y 0 . 3 / s e c 2 / s e c s h i p s  c o l l i d e y 2 0 0

Fire 8  b y t e s y 0 . 3 / s e c 2 / s e c u s e r  i n p u t y 2 0 0

D e n o t e s  a n  i n v a l i d  c e l l  f o r  e n t r y  o f  d a t a

JAGER 3

JAGER 4

Figure 5.  Object/Interaction Table
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Figure 6.  Jager Test Configuration


